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Agenda

• My projects with AI 

• The modern approach

• Scenario 1 – use trained model

• Scenario 2 – create own model
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Main research area

1. Mobile and Wireless Sensor Networks (WSNs).
2. Machine Learning methods
3. Vehicular Networks
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Neuroevolutionary Approach to 
Controlling Traffic Signals
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Vehicles tracking
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Implementation
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Creation of app with AI

Problem 
identification

Language 
selection

Platform 
selection

Fetch data Select 
algorithm

Train 
algorithm

App
development Testing
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Use case 1 – black box approach

• The gesture tracking can find applications in 
many fields:
• using immersive virtual reality

• accesing user interface  elements

• in healthcare using precise movement monitoring

• gaming while natural hand interaction

• In this example:
• module aims to return position of hands and 

detect set of gestures

• it will be used to open and close applications.
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Convolution NN  (already done?)

• There are three types of layers:
• convolutional layer (catches features), 

• pooling layer (reduce size), 

• fully connected layer (makes 
classification). 
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Mediapipe

• Solution simplifying deploying machine learning 
models on devices, making them production-
ready and accessible across various platforms.

• The solution:
• Contin lightweight models with high accuracy
• Supports vision, text, and audio processing
• Is accelerates on both CPU and GPU
• Accesible on Android, iOS and web.

Online repository:
MediaPipe | Google for Developers
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Mediapipe

bird

[https://developers.google.com/mediapipe/solutions/
vision]
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Models

• Mediapipe offers build in models for image, 
sound and text processing. In this case the 
hand tracking will be used thus following 
models will be implemented:
• gesture_recognizer – model which tracks 

pretrained hand gesture – in total 8 gestures are 
suported 

• hand_landmarker – allows to describe hand as 
set of descriptors (including each hand bone)
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Implementation of a model

• To use a AI module the following elements 
will be implemented:
• Obtain a data in module

• Load AI model

• Process the data

• Fetch and process the result

• The example will be presented using Python 
language
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Environment settings

• The script can be applied in environment, where the 
access to camera and application is possible

• Therefore, the example can be execute using 
Anaconda environment (access to local computer 
processes).

• The processing algorithm can also work on servers 
solutions. 
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Importing libraries

• The usecase is build based on mediapipe 
library. However the picture manipulation is 
based on opencv library. Additionally, 
suporting libraries were used.
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AI models 

• The models for mediapipe are created as 
routines or tasks that can be easily used after 
configuration. 

• The models in example are downloaded 
directly from Google server.
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Model verification

• The should be verify by checking its size of 
check sum

• Due to used download method the size 
verification is sufficient 
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Suport functions

• To create the recognizer using mediapipe the 
model should be configured. 

• The configuration is made by seting the 
options.
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Creating AI module

• AI module follows the simple routine for each 
image obtained from camera:
• Send image to hand recognition routine

• Send image to gesture recognition routine

• Obtain results from routines and display it as 
image
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Procesing using AI models

• Gesture recognition:

• Hand tracking:
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Process a results

• The result as a detection class and set of 
landmarks can be displayed as an image:
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Connecting module with application api

• The module can be used to create precice guests 
and to execute routines. 

• In our case runs whatsup application
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Use case 2 – build own model

• Virtual Reality (VR) is a technology that creates three-dimensional 
virtual environments for users to explore and interact with objects 
using special devices like VR goggles and controllers. 

• It finds applications in various fields such as military and civilian pilot 
training, surgical simulation, and education and entertainment. 

• VR offers increased immersion by engaging users physically, 
enhancing their sense of presence in the virtual environment. 

• Most VR systems focus primarily on tracking hands and head 
movements, neglecting lower limb tracking. 

• Current systems supporting these features often come with a high 
price tag.
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Leg tracking for VR

• To enhance game immersion, additional sensors and detectors can 
be used, but acquiring them entails extra costs. 

• This use case proposes utilizing budget smartphones as sensors 
during gameplay.
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Sensor tracking

• Attach sensors

• Create routine

• Generate results

• Analyse results
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Obtaining data

• The solution is using smartphones as sensors for 
monitoring limb motion. 

• data packets are collected upon application launch and 
transmitted to a destination for synchronization. 
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Nodejs app
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Data preprocessing

• Data from smartphone sensors is sampled at frequencies, 
with 10 Hz being adequate for basic activities and 20 Hz 
for complex movements. The time-series data is then sent 
to the inference module.
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Formating data for TensorFlow

• The data has to be formatted for tensor flow library. 
The require training data as sequence of samples for 
each attribute. If model is sequential the each 
sample has time window.
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Training / Verification set

• The data is divided into two subsets for 
training and verification. 

• The training set should be significantly bigger 
than verification set
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RNN Layer

• The model adjusting for input sequence and class 
count while reducing neurons for speed, with 
epochs tuned via learning curve analysis and 
dropout layers to prevent overfitting.
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Model training and verification

• Training of model is made by feeding it with 
data

• Verification of model is made be making 
prediction with test data and checking result  
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Saving / restoring models

• Created models can be saved / restored to 
used in other applications

• The tuning process allows to look for better
models with all data or part of data
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Size of model

• The size of model determine its training time 
and execution time

• fit time >> prediction time

Yolo3 –image classification
Total params: 62001757 (236.52 MB)
Trainable params: 61949149 (236.32 MB)
Non-trainable params: 52608 (205.50 KB)
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Multiple class classification

• In case of multiple class classification the 
analysis of each class results can be useful 
to find class at which a additional data are 
needed
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Final experiments and results

• solution enables activity tracking with 99% accuracy and player activity 
detection for ten activity classes within 0.5s.

• detection time to 0.2 seconds by sacrificing detection accuracy to 95% 
through a window reduction to 5.
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Creating external module

• The AI model can be integrateg with the 
external module

• The module in case of big model can be 
hosted by service

• The service interface should be provided e.g. 
API 
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API implementation

• The fastapi + tensorflow library
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API example
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Next step

• Creating image using docker

• Load balancing using Kubernetes

[ https://www.atlassian.com/microservices/microservices-architecture/kubernetes-vs-docker ]
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FAAI project

https://faai.ath.edu.pl/


